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Abstract: Conventional multi-height microscopy techniques introduce different object-to-
detector distances to obtain multiple measurements for phase retrieval. However, surpassing
the diffraction limit imposed by the numerical aperture (NA) of the objective lens remains
a challenging task. Here, we report a novel structured modulation multi-height microscopy
technique for quantitative high-resolution imaging. In our platform, a thin diffuser is placed
in between the sample and the objective lens. By translating the diffuser to different axial
positions, a sequence of modulated intensity images is captured for reconstruction. The otherwise
inaccessible high-resolution object information can thus be encoded into the optical system for
detection. In the construction process, we report a ptychographic phase retrieval algorithm to
recover the existing wavefront of the complex object. We validate our approach using a resolution
target, a phase target, and various biological samples. We demonstrate a ~4-fold resolution gain
over the diffraction limit. We also demonstrate our approach to achieve a 6.5 mm by 4.3 mm field
of view and a half-pitch resolution of 1.2 ym. The reported methodology provides a portable,
turnkey solution for quantitative high-resolution imaging with potential applications in disease
diagnosis, sample screening, and other fields.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Imaging biological samples often relies on fluorescent labels, which offer high contrast with
molecular specificity. The use of exogenous labeling agents, however, may alter the normal
physiology of the specimens. Quantitative phase imaging (QPI) [1] operates on unlabeled
specimens and, as such, is complementary to established fluorescence microscopy. Phase
information characteristics how much a light wave is delayed by propagation through a sample.
However, conventional light detectors can only measure the intensity variations of incoming
light waves, phase information is lost during the data acquisition, referred to as the “phase
problem”. It was first noted in the field of crystallography [2], where the phase problem needs
to be solved to determine the structure of a crystal from diffraction measurements. Phase
retrieval is a valuable approach for recovering lost phase information from distinct intensity
measurements. This technique involves reinforcing known intensities and allowing an initial
phase “guess” to converge toward a solution that matches all measurements. To ensure robust
phase retrieval, various types of diversity measurements are introduced, including defocus
multiple-height diversity [3—7], multiple incident angles diversity [8—10], transverse translational
diversity [11-13], multi-wavelength diversity [14—16], and nonlinear diversity [17] among others.

Defocus multi-height phase retrieval introduces different object-to-detector distances for phase
diversity measurements. This concept was initially proposed for electron microscopy in 1968
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[3]. In the optical region, it has been successfully demonstrated in wavefront reconstruction
[4,5] and has shown great potential for lensless imaging in the visible light regime [6,14,15].
In a typical implementation of the conventional multi-height platform, the specimen is axially
translated to different defocus distances for diffraction data acquisition. In the reconstruction
process, the complex object solution is iteratively propagated to corresponding defocus planes,
and the captured images are enforced as magnitude constraints. However, this approach still faces
challenges related to the inherent trade-off between imaging resolution and field of view, imposing
a limit on the system throughput [18-20]. One can have a large field of view with low-resolution
or a small field of view with high-resolution, but not both [19,20]. As a result, preventing its
widespread adoption in biomedical research, fall short for its low imaging throughput and limited
resolution.

Here we report a novel coherent high-resolution imaging approach, termed structured modula-
tion multi-height microscopy. In our platform, a thin diffuser is placed in between the sample and
the objective lens, effectively modulating the complex light waves. The high-resolution object
information, otherwise inaccessible, is now encoded in the captured images. By translating the
diffuser to different axial positions, a sequence of modulated intensity images is captured. We
then reconstruct the high-resolution exit wavefront of the complex object using a ptychographic
phase retrieval process [12,13,21,22]. The remarkable aspect of our approach lies in the fact that
the final achievable resolution is not determined by the NA of the objective lens. Instead, it is
determined by the feature size of the diffuser. With simulation results, we demonstrate that as the
feature size of the diffuser increases, there is a noticeable degradation of the reconstructed image.
With experimental results, we demonstrate a ~4-fold resolution gain beyond the diffraction limit.
We also demonstrate the reported platform to achieve a 6.5 mm by 4.3 mm field of view and a
half-pitch resolution of 1.2 um.

In contrast to coded-illumination high-resolution approaches [23-25], our platform offers a
unique capability, image refocusing after data acquisition. Moreover, our reported approach
models only the complex wavefront exiting the sample, rather than its entry, making the sample
thickness inconsequential in the image formation process. Unlike coded-illumination approaches,
including conventional ptychography and Fourier ptychography [26,27], which necessitate thin
sample assumptions, our platform eliminates this constraint. After the reconstruction process, we
can digitally propagate the complex wavefront back to any position along the optical axis. We
conduct experimental validation of 3D digital refocusing capacity using a two-layer biological
sample and a thick spider leg sample, which will be discussed in further detail later.

This paper is structured as follows: In Section 2, we will discuss the imaging model of the
structured modulation multi-height imaging setup and propose a reconstruction scheme for
recovering the complex object. We will also demonstrate the simulation results and show that
different diffuser feature sizes will affect the reconstruction results. In Section 3, we will validate
the effectiveness of the reported approach experimentally. Finally, we will summarize the results
in Section 4.

2. Methods and simulations

2.1.  Structured modulation multi-height setup

Figure 1 presents a comparison between the conventional multi-height platform and the proposed
structured modulation multi-height platform. In the typical implementation of the defocus
multi-height scheme (Fig. 1(a)), the sample is axially translated to different defocus positions
for diffraction data acquisition. By capturing images of the sample at various heights under
coherent illumination, this method holds significant potential for quantitative phase imaging.
However, the achievable resolution is limited by the NA of the objective lens, posing challenges
for further improvements. In contrast, the proposed platform (Fig. 1(b)), introduces a thin diffuser
(coated ~1 um microspheres on a cover slip) between the sample and the objective lens. The
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sample remains fixed, while the diffuser is translated to different axial positions, modulating
the complex light waves. The diffuser can redirect the large angle diffracted waves into smaller
angle for detection. Thus, otherwise inaccessible high-resolution details encoded in the captured
images thereby substantially improves the resolution beyond the diffraction limit imposed by the
objective lens.

(a) Conventional Multi-height| [(b) Structured Multi-height (c) The comparison
4 q . . Conventional Structured
Objective Objective Multi-height Multi-height
—
< - | .- No resolution Resolution
b Diffuser o4 improvement improvement
~ i S ————
Quantitative Quantitative
Coherent_,, Coherent ] Sample phase phase
illumination illumination

Fig. 1. Comparison between the conventional multi-height microscopy (a) and the proposed
structured modulation multi-height microscopy (b). (c) The proposed method can achieve a
resolution improvement.

2.2. Imaging model and reconstruction

The forward imaging model of the structured modulation multi-height approach in Fig. 1(b) can
be described as follows: The incident plane waves first interact with the sample. The resulting
complex wavefront of the object W(x, y) propagates a distance d’ to reach the diffuser layer. The
exit light wave leaving the diffuser is given by the product of the diffuser profile D(x, y) and
the object wavefront after propagation. Finally, the modulated light wave is low pass filtered
by the defocused coherent transfer function (CTF). Mathematically, this imaging model can be
formulated as [13,28]:
2
15, 5) = WO, y) * PSFpe (d7) - D (x = 33, = yj) = iFT { CTF (ke k)| (1)
where I;(x, y) represents the jth captured image by placing the diffuser at a distance of d’ from
the object. W(x, y) represents the complex exit wavefront of the sample, D(x, y) represents the
complex profile of the diffuser, and (x;, y;) represents the transverse displacement errors generated
during diffuser axial movement. CTFy, ) represents the coherent transfer function with
different defocus distance of —d,' . PSFj..(d) represents the convolution kernel for free-space
propagation of distance d, “-” stands for point-wise multiplication, and “*” stands for convolution
operation. iFT stands for inverse Fourier transform.

The reconstruction process of structured modulation multi-height approach aims to recover
the complex wavefront of the sample W(x, y), leveraging the captured images /;(x, y) with the
diffuser translated to different axial positions (d; ) s.

Before conducting the reconstruction process, we first need to recover the axial positional shifts
of the diffuser d]f . Figure 2 shows the workflow of the proposed axial positional shifts recovery
method. To obtain the transmission profile of the diffuser, a calibration experiment was performed
[29]. In this experiment, we selected an object devoid of slow-varying phase, typically a blood
smear slide as the calibration object, and acquired ~1500 images by translating the diffuser to
different lateral positions. These images assisted in the recovery of the diffuser profile using
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the regularized ptychographical iterative engine (rPIE) [21,30]. We note that this calibration
experiment only needs to be performed once. Once the diffuser profile is recovered, it becomes
feasible to use it for subsequent experiments. The initial guess of the diffuser axial positions
d; is set to 4 ym (will be discussed in the next section). As depicted in Fig. 2, we obtain the
low-resolution diffuser profile Dj’“’w(x, y) in line 4. To estimate the transverse displacement errors
generated during diffuser axial movement, cross-correlation analysis is performed in line 8. We
then update the axial positional shifts of the diffuser by minimizing the image mean squared error
(MSE) in line 11. This process is iteratively repeated with a smaller step size to achieve a refined
axial positional shifts recovery. We experimentally verified the aforementioned method, as shown
in the bottom of Fig. 2. The blue line represents the ground-truth positions, while the red line
shows the finally recovered positional shifts after refinement. The agreement between recovered
positional shifts and the ground truth validates the effectiveness of the proposed method.

Axial position estimation of the diffuser

Input: Raw image sequence I; (j = 1,2,---,]), the complex diffuser profile D(x, y) and the initial
guess of the axial position of the diffuser dj
Output: the estimated axial position of the diffuser d}

1 forj=1:] (Different captured images by translating the diffuser along z axis)

2 DFT(ky, ky) =FT(D(x,5))

3 DjFT(kX, ky) =D (ky, ky) - CTFq; (kyx ky) % Defocused CTF corresponding to d;

1 _

4 D™ (x,y) = iFT (D7 (ky ky))

5 for z=—Z, : step, : Z, (Parallel process with a large step,)

6 D]-l;w(x, y) = D}-“’W(x, ¥) * PSFpreq (2) % Propagate the diffuser to different positions
2

7 Ai(x,y) = |Dj" (x, )|

8 (X2 ¥jz) =arg (xjryli,)j(y) Aj,(x,¥) * [;(x,y) % Cross-correlation

9 Aj",Z(x' y)= Aj,z (x —Xjz¥— yj,z)

10 end

11 df =argmin MSE(4],(x,y),1;(x.7))

j
12 Repeat step 2-11 with updated djf and a smaller step,

13 end
1500 T v
——Estimated axial position
—— Ground truth
= e
©1000¢} e
L L
E E
2 @
s 500} s
N N
0 i i
0 100 200 300

Image sequence

Fig. 2. The recovery process of axial position shifts of the diffuser.
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The reconstruction process is shown in Fig. 3. We first initialize the amplitude of the object by
averaging all measurements. We propagate the object to the diffuser plane with the estimated
defocus distance of the diffuser dj’ and get the wavefront Wj’(x, y) in line 4. We then multiply
Wj'(x, y) with the transversely position-corrected diffuser to obtain an exit wave ¢;(x, y) in line
6. The exit wave ¢;(x,y) is low pass filtered by the defocused CTF in the Fourier domain to
get Y;(x,y) in line 9. The defocused CTF is calculated based on the estimated d]f . In line 10,
the amplitude of y;(x, y) is replaced by the jth captured image. By using the rPIE algorithm,
we update the Fourier spectrum of the exit wave ¢;(x, y) in the Fourier domain in line 11 [21].
Based on the updated exit wave ¢]’. (x,y), we then update the object using rPIE algorithm in line
13 [30]. In line 14, the updated exit wave is propagated from the diffuser plane back to the
object plane and gets the updated object wavefront. Steps 4-14 are repeated until a convergence
condition is satisfied. Either a fixed number of iterations (in our implementation, the phase
retrieval process converges within 15 iterations in all experiments) or stagnation of an error

2
2 oy [VEGey)—(x.y)
metric Ey = — }Z ZJ x;_ 6 y; w ‘ [21]. The process time for 300 raw images with 1024 pixels
ij Lax,y 1]\,

by 1024 pixels each is ~90 seconds for 15 iterations using a desktop computer with AMD Ryzen
5 5600X 6-Core 3.70 GHz processor.

Recovery process

Input: Raw image sequence I; (j = 1,2,+,]), the diffuser profile D(x,y) , the estimated
defocus distance of the diffuser d}f and the corresponding defocus CTFd}

Output: High-resolution exit wavefront W (x, y)

1 Initialize W (x, y)

2 forn = 1: N (Different iteration loops)

3 for j = 1:J (Different captured images by scanning the diffuser along z axis)

W}-'(x, ¥)=W(x,y) * PSFrree (dj') % Propagate the wavefront to the diffuser

Di(x,y) = D(x — X, ¥ — yj) % Lateral position correction

¢;(x,y) = W (x,y) - Dj(x,y)

@) (ky, ky) = FT (;(x,))

Wik key) = @k, key) - CTFd;(kx, ky)

Y6, y) =iFT (¥ (ky ky))

10 Wi (ky, ky) = FT (e, 3) /|90, y)| - JT;) % Amplitude replacement

conj(CTF ;) (¥~}
J

O 0 N O B~

11 Pi=P; + Py CTFd,_|2 % Update the spectrum
Hmax
12 ¢j(x,y) = iFT (D] (ks ky))
conj(nd}_)@}—«p,-)
13 W/ =W+ % Update the object
jupdate j (1‘“obj)|Dd}|2+aabj|Dd;_|2 p ]
max
14 W (x,y) = W/ ypaate * PSFrree(—d;) % Propagate back to the object plane
15 end
16 end

Fig. 3. The reconstruction process of the proposed structured modulation multi-height
approach.
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2.3. Simulation

We assess the performance of the proposed approach with different diffuser feature sizes through
simulation, as shown in Fig. 4. Figure 4(a) shows the input complex object. Figure 4(b1)-(el) show
the simulated diffuser profile with different feature sizes (‘p’, 2p’, ‘3p’ and ‘4p’ respectively).
Figure 4(b2)-(e2) show the simulated raw images through the diffuser with different feature sizes.
In our simulation, the illumination wavelength is 532 nm, and the pixel size is 2.4 um. Initially
the diffuser-to-sample distance is 500 um. By translating the diffuser to different axial positions
with a step size of 4 pm to generate 300 raw images (all these parameters are selected based on
our experimental setup). Following the reconstruction process outlined in Fig. 3, we successfully
recover the complex wavefront of the object. The corresponding reconstruction results for
different diffuser feature sizes are shown in Fig. 4(b3)-(e4). We quantify the reconstruction
results using the structural similarity index measure (SSIM) between the recovered amplitude
and the ground truth. It is evident that as the feature sizes of the diffuser increase, the quality
of the reconstruction deteriorates, resulting in a decrease in the SSIM index. The reason can
be explained as: the final NA of the proposed structured modulation multi-height approach is
determined by the spatial frequency content of the diffuser profile added with the NA of the
employed objective lens. The smaller the diffuser feature size, the higher the spatial frequency
content of the diffuser profile, the higher resolution can be achieved.

Diffuser profile Raw image

Ground truth

L(g1) Amplitude|

S

Fig. 4. The imaging performance with different diffuser feature sizes. (al)-(a2) The
input ground truth of amplitude and phase. (bl)-(el) The simulated diffuser profile with
different feature sizes. (b2)-(e2) Raw images corresponding to different diffuser feature sizes.
(b3)-(e4) The recovered amplitude and phase of the object.
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3. Experimental results

In our experiment setup, a fiber-coupled, 532-nm laser diode is used for sample illumination. A
thin diffuser is placed between the sample and the objective lens for light wave modulation. At
the detection path, image acquisition is performed using a microscope platform equipped with a
low-NA objective lens (2%, 0.065 NA) and a monochromatic image sensor (2.4 um pixel size,
Sony IMX 183CLK) with 20 frames per second and 1 ms exposure time. We use a mechanical
stage (Applied Scientific Instrumentation LS50) to translate the diffuser along the axial direction.
Initially, the distance between the diffuser and the sample is set to 500 um. The speed of the stage
is set to 80 um per second, corresponding to a ~4 um distance between adjacent images. 300 raw
images are captured in ~15 s, which are subsequently used for reconstruction.

3.1. Imaging performance characteristics

We evaluated and quantified the structured modulation multi-height approach using three types
of objects: a resolution target (Fig. 5), a quantitative phase target (Fig. 6) and an unstained mouse
kidney slide (Fig. 7).

Uniform-illumination image

(a)

Recovered amplitude

(c) h

Captured raw image

mE
=l -,

3= ma)
'l:lll _ g

III-1 ¢

Fig. 5. Image quality quantification using a USAF resolution target. (a) The image under
uniform illumination. (b) The captured raw image through the diffuser. (c) The recovered
high-resolution amplitude image.

Uniform-illumination image Captured raw image Recovered Phase

Fig. 6. Validating the quantitative imaging ability of the proposed approach using a
quantitative phase target. (a) The image under uniform illumination. (b) The captured raw
image through the diffuser. (c) The recovered phase image.

Figure 5(a) shows the captured image of a USAF resolution target under uniform-illumination
and that the diffraction-limited resolution is 4.38-um half-pitch linewidth, corresponding to group
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Fig. 7. Test on an unstained mouse kidney slide. (a) The incoherent summation of all
captured images. (b) The captured raw image through the diffuser. (c) The recovered phase
image.

6, element 6. Figure 5(b) shows the captured raw image, where the speckle feature comes from
the diffuser modulation. Figure 5(c) shows our high-resolution recovery of the resolution target,
where we can resolve 1.23-um linewidth of group 8, element 5 on the resolution target. Achieving
a ~4-fold resolution gain over the limit of the employed objective lens. The final NA of the
proposed platform is determined by both the spatial frequency content of the diffuser profile and
the NA of the employed objective lens. The current achievable resolution is limited by the feature
size (~1 pum) of the diffuser. One can use smaller particles to further improve the modulation
capability.

In the next experiment, we validate the quantitative imaging capability of the proposed
approach. We image a quantitative phase target (Benchmark QPT). Figure 6(a)-6(c) exhibit the
captured image under uniform illumination, the captured raw image with diffuser modulation
and the recovered quantitative phase, respectively. The diffuser layer plays a crucial role in both
intensity and phase modulation, contributing to the successful high-resolution quantitative phase
imaging.

We then present an expanded evaluation of the structured modulation multi-height approach
by imaging an unstained mouse kidney slide. Figure 7(a) shows the incoherent summation
of all captured images. Figure 7(b) and 7(c) show the captured raw image and the recovered
quantitative phase image of the mouse kidney slide, respectively. From the zoomed-in view of
one highlighted region in Fig. 7(c), the detailed features of mouse kidney can be clearly observed,
demonstrating the utility of the quantitative phase map in visualizing the otherwise transparent
structure of the specimens. The quantitative phase imaging capability of the reported approach
offers a label-free solution for cell-assay-related applications. This feature provides a powerful
for studying biological samples without the need for staining or labeling, enabling noninvasive
and high-resolution investigations of cellular structures and behaviors.

3.2.  Imaging thick biological samples

The proposed platform is its ability to perform diffuser modulation at the detection path. This
feature eliminates the need to model the complex wavefront entering the sample, a constraint
present in other methods like FPM and other illumination-based spatial domain ptychography,
particularly when dealing with thicker samples. Consequently, the sample thickness becomes
irrelevant during reconstruction process. After recovery, we can propagate the complex wavefront
to any position along the axial direction. To validate this capability, we conducted the following
two experiments. For the first experiment, we image a two-layer biological sample consisting of
two pathology sections separated by two coverslips, as shown in Fig. 8. Figure 8(a) and 8(b) show
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the captured raw image and the recovered amplitude of the object exit wavefront, respectively.
Figure 8(c1) and 8(c2) show the recovered object amplitude after digitally propagating to different
axial planes, specifically at z=210 um and z= 1010 um. Figure 8(cl) brings the top layer into
focus, while Fig. 8(c2) shifts the focus to the bottom layer.

Captured raw image TR Recovered amplitude

Fig. 8. Validation of the reported approach using a two-layer sample. (a) The captured
raw image through diffuser. (b) The recovered amplitude of the two-layer object. Digital
propagation of the recovered complex wavefront to the top layer (c1) and bottom layer (c2)
(Visualization 1).

In the second experiment, we image a thick spider leg. Figure 9(a) shows the recovered
amplitude of the object exit wavefront. Figure 9(b)-(d) show the recovered amplitude after
digitally propagating to z =160 um, z = 650 um, and z = 1100 um, respectively.

For a more detailed visualization of the digital propagating process of the recovered wavefront,
please refer to Visualization 1 and Visualization 2.

3.3. Imaging in-vitro yeast culture

In Fig. 10, we demonstrate the application of our platform using an in vitro yeast culture. To
prepare the yeast, we are inoculating 2 ml of yeast extract peptone dextrose (YPD) medium with
a yeast colony isolated from a fresh YPD agar plate. The culture was then incubated overnight at
30°C with 150 rpm. On the following day, we prepared a fresh 1 ml YPD culture by inoculating
1 ml of YPD with 0.1 ml of the overnight culture. This fresh culture was incubated with gentle
agitation for 1 hour at 30°C. To culture the yeast on glass slides, we created a thin YPD solid agar
layer on top of a cover glass. Next, we add a 20 pl aliquot of the yeast suspension onto the YPD
agar layer. The yeast culture on the cover glass was then incubated at 30°C for 8 hours, allowing
the yeast to grow and develop. After the incubation period, we placed the yeast culture slide in
our structured modulation multi-height microscopy platform for image acquisition. Figure 10(a)
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Fig. 9. Validation of the reported approach using a thick spider leg. (a) The recovered
amplitude. (b)-(d) Three images after digitally propagating to three different axial positions
(Visualization 2).

shows the captured image of the yeast culture under uniform-illumination. Figures 10(b) and
10(c) show the captured raw image and the recovered phase image, respectively. The results
demonstrate the effectiveness of our approach in imaging yeast cultures, providing valuable
insights into their structure and behavior.

Uniform-illumination image Recovered phase

Fig. 10. Test for in-vitro yeast cell imaging. (a) The image under uniform illumination. (b)
The captured raw image through the diffuser. (c) The recovered phase image.

3.4. High-resolution imaging over a large field of view

In microscopy imaging, the pursuit of achieving both high-resolution and a large field of view is
highly desirable for various biomedical applications, such as digital pathology and haematology.
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Recovered high-resolution, wide-field intensity image

X

4303
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Fig. 11. High-resolution, wide-field imaging of a stained esophagus cancer slide. (a) The
full field of view of the recovered object intensity. (b)-(d) Raw images, recovered intensity
images (first two columns) and ground-truth images captured using a 10x, 0.45 NA objective
lens (final column) of the three highlighted regions in Fig. 11(a).

However, conventional lens-based multi-height microscopy has a limited space-bandwidth product
that restricts its ability to deliver both high-resolution and a large field of view. Our structured
modulation multi-height platform offers a solution to this constraint, allowing us to benefit from
the best of both worlds. We validate the high-resolution over a large field of view using a stained
esophagus cancer slide, as shown in Fig. 11. Figure 11(a) shows the recovered high-resolution,
large field of view intensity image of the stained esophagus cancer slide with a 6.5 mm by 4.3 mm
field of view. Three zoomed-in views of Fig. 11(a) are presented in Fig. 11(c)-11(d). The captured
raw images and the recovered intensity images are shown in the first two columns, respectively.
We can clearly resolve the cellular structures within the sample from the recovered amplitude
images. For comparison, the final column shows the ground-truth images captured using a 10X,
0.45 NA objective lens, along with an inset illustrating the line trace of the region marked by the
blue straight line. The congruent trends between the proposed approach (red curves) and the
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ground truth (black curves) validate the effectiveness of the proposed approach. The proposed
structured modulation multi-height microscopy successfully overcomes the trade-off between
resolution and field of view commonly encountered in conventional multi-height microscopy.

4. Conclusion

In summary, we present the design and implementation of a structured modulation multi-height
platform for quantitative high-resolution microscopy. Our platform overcomes the trade-off
between spatial resolution and imaging field of view, as well as the constraints in spatial
resolution, field of view, and imaging throughput typically associated with conventional multi-
height microscopy. Our experimental results demonstrate the proposed approach achieves a
~4-fold resolution gain beyond the diffraction limit. We also demonstrate our approach to achieve
a 6.5 mm by 4.3 mm field of view and a half-pitch resolution of 1.2 um.

Additionally, another advantage of our platform is its ability to modulate the light wave at
the detection path, thus, the recovered image relies solely on the complex wavefront exiting
the object. This removes the need for the thin object assumption, which has constrained
conventional ptychography and FPM. By eliminating this constraint, our platform offers greater
flexibility, particularly when working with thicker specimens. This attribute expands the scope of
applications for our platform.

Finally, the true quantitative contrast of the complex object provided by our approach is of
immense value, particularly in the context of point-of-care and telemedicine applications. The
ability to precisely quantify and analyze complex structures and interactions within biomedical
samples opens up new horizons for diagnostics and research. We anticipate further advancements
and applications of this technique, as it holds promise across numerous biomedical domains.
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