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Abstract—We report on the construction of a lensless camera
with a phase-modulating mask layer integrated directly on an
image sensor using the UV-imprint lithography method. By repli-
cating the master phase mask’s surface structure directly on the
image sensor, our method further simplifies the fabrication of
lensless cameras and delivers a rigid and durable device with a
small form factor. Our prototype device has an open-faced design
without any apertures and generates high-quality photographic
reconstructions with high light collection efficiency. We analyze
the performance of our prototype device and demonstrate various
imaging applications, including the digital refocusing capabilities.

Index Terms—Lensless imaging, fabrication method, ultra-
thin camera, low-cost imaging device, computational imaging,
lithography.

I. INTRODUCTION

CAMERAS are becoming an essential sensing and record-
ing modality in various devices, including smartphones,

wearables, the Internet of Things (IoT), and medical devices.
With this increasing demand, there has been much effort to
further miniaturize the optics of the cameras at a low manufac-
turing cost [1]–[4]. Wafer-level manufacturing and packaging
processes for the image sensors and the lens elements have been
developed for miniature camera modules [5], [6]; however, there
are physical limits in reducing the thickness of conventional
lenses, especially with the increasing pixel resolution of image
sensors. Other approaches, such as compound-eye cameras us-
ing lenslet arrays [7] or thin metalenses with precisely-designed
and fabricated nanostructures [8] have also been demonstrated,
usually with trade-offs in image quality or the manufacturing
cost.

As an alternative approach, lensless cameras using light-
modulating masks have been recently proposed and demon-
strated [9]–[27]. Instead of using lenses to form images on
the image sensor, lensless cameras use amplitude- or phase
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masks with known light-modulating properties and rely on
computational algorithms to reconstruct the scene from the
sensor’s measurement, achieving ultra-thin, light, and scal-
able form-factor at a low cost. Lensless cameras using coded-
aperture-based amplitude masks can be fabricated and integrated
with the image sensor in wafer-level processes with minimal
device thickness (<500μm) [20], [23]. However, phase mask-
based lensless cameras using weak diffusers [28] or designed
diffractive elements [19] have higher light collection efficiency,
less computational complexity in image reconstruction, better
image quality, and multiplexing capabilities. With these ad-
vantages, a wide range of lensless imaging applications have
been recently reported, including photography(photorealistic,
video from stills, hyperspectral) [18], [24], microscopy [13],
[21], [25], light-field imaging [26], 3D imaging [19], and
endoscopy [14], [27].

In phase mask-based lensless cameras, the mask placed in
front of the image sensor determines the transfer function of the
imaging system [28]. The microscopic structures in the phase
masks create a two-dimensional point-spread function (PSF)
which is shift-invariant, and the imaging system’s forward model
can be modeled as a convolution between the scene and the
2D PSF (Fig. 1(a)). With known PSF, the blurry raw measure-
ment from the image sensor (Fig. 1(c)) can be computationally
deconvolved to reconstruct the image of the scene. Thus, in
assembling a lensless camera, it is essential to place the phase
mask at the proper distance from the image sensor such that
the mask creates sharp and high-contrast PSF, which is crucial
for the reconstruction of high-quality images. In most previous
demonstrations, a separately fabricated phase mask film (weak
diffusers [18], [26], [28] or diffractive phase masks [14], [19])
was placed on a spacer and manually assembled with the image
sensor. However, for mass production of these lensless cameras,
this method is not exceptionally reliable, and also the structure
itself is mechanically unstable. Any misalignment in the phase
mask or the structural changes in the phase mask may lead to
the deviation of the camera’s forward model from the designed
or calibrated PSF and degrade the final image quality.

In this paper, we propose a reliable and straightforward fab-
rication method for phase mask-based lensless cameras, where
the microscopic surface pattern of the phase mask is imprinted
directly on top of a working CMOS image sensor. We use the
UV-imprinting method with a replica mold of a phase mask
to create a layer of transparent resin with phase-modulating
properties on the image sensor, removing the need to align and
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Fig. 1. (a) Formation of 2D point spread function (PSF) in a phase-mask-based
lensless camera. (b) Imaging the scene with the lensless camera. The image
sensor’s measurement corresponds to the convolution between the scene and
the 2D PSF. (c) Reconstruction of the scene using computational deconvolution
methods. (d) Structure of our lensless camera with phase mask layer fabricated
directly on top of the image sensor using the UV-imprinting method.

assemble multiple components. The process is simple, low-cost,
highly repeatable, and scalable, and the final device is robust
and stable, demonstrating the feasibility of the integrated fabri-
cation process for the production of lensless cameras at scale.
Furthermore, we show that our lensless camera achieves a very
compact form factor yet produces high-quality images without
any aperture on the phase mask. In the following sections, we
describe the design and fabrication methods in detail and analyze
the imaging performance of our device.

II. DESIGN AND FABRICATION

A lensless camera is composed of an image sensor and a
phase mask held in place at a focal length away from the sensor
plane [19], [28]. Typically, a spacer of predesigned thickness
is used to guarantee this spacing, and a finite-sized aperture
is placed to limit the 2D PSF of the camera to fit the active
area of the image sensor. Commercially available weak diffuser
films have been widely used as phase masks [18], [26], [28],
which has smooth and randomized surface profiles that create
pseudo-random caustic PSF patterns on the image sensor. Sur-
face curvatures on the diffuser determine the PSF’s density and
sharpness, and the diffuser’s focal length, which is defined as the
distance to the plane where the sharpest PSF is formed. These
weak diffuser films are usually fabricated in lithographic meth-
ods [29], [30] or chemical etching processes [31], which are not
suited for generating predesigned structures nor easy to integrate
directly onto the image sensor. Recently, methods for designing
phase mask structures for specific pre-determined 2D PSF pat-
terns and fabricating the mask structure via two-photon nano
3D printing have been reported [19]. Unlike the diffuser-based
lensless cameras, this method allows one to precisely choose the
PSF and the resulting specifications of the lensless camera, thus
enabling a more versatile design of lensless cameras for specific
applications. Nevertheless, fabrication of the phase mask using

two-photon lithography can be too costly for the mass production
of the device.

We used a UV-imprinting-based replication method to in-
tegrate phase masks with image sensors in a low-cost and
high-throughput manner. Once the master phase mask for the
lensless camera is predesigned and fabricated, the same mask
can be replicated directly on the CMOS image sensor to create
an on-chip lensless camera. With the initial phase mask as the
master, we first perform soft-lithography to create a mold and
then perform UV imprint to create a replica phase mask on the
image sensor. The master phase mask can be any mask with
surface profiles, including diffusers, lenslet arrays, or designed
diffractive masks. In our experiments, we used a commercial dif-
fuser used in many lensless camera literatures as a master phase
mask and fabricated a layer of UV-curable transparent resin with
replicated surface profiles that work as a phase-modulating layer
for lensless imaging.

In phase mask-based lensless cameras, the distance between
the mask and the sensor needs to precisely match the dis-
tance for which the phase mask is designed or the distance
at which the mask creates a sharp and high-contrast PSF. The
phase-modulating property of the mask is determined by the
optical path length differences that the mask generates; thus, the
refractive index of the material, as well as the height profile of
the mask, needs to be considered. In making the replicated mask
layer on the sensor, we first need to determine the thickness of
the layer in consideration of the refractive index of the replica,
which will create a sharp PSF on the sensor plane.

To compute the optimal thickness of the replicated mask
layer, we first built a simple ray-tracing model using ray transfer
matrix analysis. We modeled the surface profile of the master
phase mask as the randomly distributed microlens array with
an average radius of curvature that defines the focal length of
the camera. Since this surface curvature is unknown, we first
measured the distance from the image sensor at which the master
phase mask creates the sharpest PSF. Then we obtained the
accurate radius of curvature of the phase mask using the ray
transfer matrix model as shown in Fig. 2(a). With the phase
mask film with thickness tp placed at distance dp in front of
the image sensor with the cover glass, the ray transfer matrix
equation can be written as below.
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Here, y and θ are the position and angle of the incident ray,
and y′ and θ’ are the position and angle at the sensor plane. n0,
np, ng are the refractive indices of air (n0 = 1), phase mask
(poly-carbonate, np = 1.59), and the cover glass (ng = 1.52),
respectively. tg is the thickness of the covered glass, and dg is
the distance between the covered glass and the sensor plane,
which need to be measured for each image sensor. We measured
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Fig. 2. Design and characterization of imprinted phase mask layer on the lensless camera. (a) Model of the conventional lensless camera with space between the
master diffuser film and the image sensor for ray transfer matrix analysis. (b) Integrated lensless camera model for ray transfer matrix analysis for designing the
film thickness t′. (c) Line trace of the auto-correlations of the PDMS-based diffuser films with different thicknesses. (d) PDMS diffuser films for used in (c) for
verification of the ray transfer matrix model.

the value of dp that makes the sharpest PSF with minimum full-
width at half maximum (FWHM) to determine R, the radius of
curvature. The transfer matrices in (1) can be simplified into a
single matrix as below,[

y′

θ′

]
=

[
N11 N12

N21 N22

][
y

θ

]
(2)

For input parallel rays to converge at one point on the image
sensor plane, the value of N11 has to be 0. With this condition,
we can derive the following equation for R.

R =
np − n0

np

[
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n0
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]
(3)

Now we switch the material to form replicated diffuser layer
with the same surface curvature R but with refractive index n′

and the new thickness t′ that comes in contact with the cover
glass of the image sensor, as shown in Fig. 2(b). The ray transfer
matrix equation now becomes,[
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With the same focusing condition, the thickness of the new
replicated diffuser layer can be written as

t′ =
Rn′

n′ − n0
− n′

ng

(
tg + dg

ng

n0

)
(5)

As a preliminary experiment to verify our ray transfer matrix
analysis, we first choose PDMS as the on-sensor diffuser ma-
terial due to the ease of casting and thickness control. For the
master phase mask, we used a commercial light shaping diffuser
(Luminit, L1P1-12, 1◦ FWHM). For integration and focal-length
measurement, we used a Raspberry Pi High-Quality Camera
with a Sony IMX477 image sensor. The tg and dg values of the
image sensor were measured prior to the experiment to be 0.49
and 0.235 mm, respectively. The dp value for the master diffuser

measured from the PSF autocorrelation was 0.4±0.2mm, which
results in R of ∼0.67mm. Considering the average focal length
of the mask (∼1mm) and the average pattern density calculated
from the density of the PSFs, the average numerical aperture
of each lenslet is ∼0.035, with an estimated depth of focus of
∼0.41mm. In our experiments, the PSFs of the master diffuser
had the same sharpness under dp between 0.2 to 0.6mm, which
corresponds to the estimated depth of focus of the diffuser. Note
that within the dp range, the overall sharpness of the 2D PSF
is equally high, thus will provide good image quality for the
lensless imaging. However, the actual PSFs at each t’ appear
slightly different because of the different focal lengths of the
local features on the mask.

With the computed value of R, we calculated for the optimal
thickness t′ of a PDMS replica of the diffuser. With the refrac-
tive index of n′ = 1.43, the calculated t′ was 1.44±0.41mm.
For validation, we fabricated poly-dimethyl siloxane (PDMS)
elastomer replicas with varying thicknesses and measured the
resulting PSFs and their sharpnesses. Fig. 2(c, inset) shows the
resulting PSF patterns for PDMS films with different thicknesses
placed directly on the cover glass of the image sensor. The
FWHM of the autocorrelation of the 2D PSF of PDMS diffusers
confirmed that film with thickness t′ =1.25mm has the sharpest
PSFs among the films we have made, with FWHM of 20.15 μm.

With the same model, we computed the optimal thickness of
the replica mask layer fabricated with UV-curable resin. In the
actual fabrication of the device, we used polyurethane acrylate
(PUA) 311 (MINS 311-RM, Minuta tech, Korea) resin for the
UV-imprinting process. PUA311 has high optical transmittance
in the visible wavelengths (>90% at 1-mm thickness) and good
mechanical properties to make a solid diffuser layer. It has
refractive index of n′ = 1.47, resulting in the optimal thickness
of t′ = 1.28±0.37mm. The calculated ranges of t’ for both
PDMS and PUA311 masks have a relatively wide range due to
the effect of the master diffuser’s focal characteristics, and the
PSFs within this range are expected to show same sharpness
as seen in the master diffuser. However, it is worth noting that
because the actual PSF pattern may vary within this range, if
multiple cameras with the same 2D PSF need to be fabricated,
t’ needs to be controlled with high precision. With these design
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Fig. 3. UV-imprint lithography process for lensless camera fabrication. (a)–(b)
Soft-lithography for PDMS mold against the master phase mask (diffuser film).
(c) PUA resin is applied on the image sensor and the PDMS mold is placed on
the supporter and the PUA resin. (d) The resin is exposed under UV light for
curing. (e)–(f) Detaching the PDMS mask forms the integrated lensless camera.

parameters, we fabricated the replicated mask layer accordingly
to create in-focus PSFs for our imaging applications.

For the fabrication of the on-chip lensless camera with a
replicated mask layer directly imprinted on the working CMOS
image sensor, we used the UV-imprinting process as illustrated
in Fig. 3. First, we fabricate the mold via PDMS soft-lithography
to be used with the UV-imprinting process to cast the exact
replica of the master phase mask. We mix Sylgard 184 (Sewang
Hitech) with the curing agent at a 6:1 ratio and pour it over
the master diffuser. After degassing and baking in the oven
at 80 Celsius for 1 h, the PDMS mold is detached for the
imprinting process. Next, we attach a 3D-printed spacer around
the image sensor to guarantee the designed thickness of the
PUA layer (t′ =1.06mm) and to support the PDMS mold for

Fig. 4. (a)–(c) Photographs of our prototype lensless camera device. The
thickness of the PUA phase mask layer is 1.06mm. (d) Surface structures of the
fabricated mask layer captured via a digital microscope.

UV-imprinting. After depositing a premeasured volume of the
PUA resin on the image sensor and degassing to remove any
air bubbles, the PDMS mold is placed on the supporter and the
PUA resin, as depicted in Fig. 3(b). Then, the entire assembly is
exposed under ultraviolet light (Fig. 3(c)) for 5 minutes. We use
the UV chamber (Ahtech) with a 35W UV lamp. Finally, the
PDMS mold is taken off, and the surface of the cured PUA
resin(Fig. 3(e)) follows an identical surface structure to the
original diffuser.

III. RESULT AND DISCUSSION

Our prototype lensless camera with an integrated phase mask
layer is fabricated on a Raspberry Pi High-Quality Camera image
sensor (IMX477, 4056×3040 pixels, pixel size:1.55μm). Fig. 4
shows the photographs of the fabricated device. The size of
the entire lensless camera module, including the image sensor
and the 3D wall structure, is 12.98×11.15×3mm, excluding the
printed circuit board the sensor is soldered on. The 3D printed
frame for casting PUA resin also functions as optically blocking
the unwanted light entering the camera from the side. To simplify
the manufacturing process, we did not place any aperture on the
mask layer and opened the entire sensor plane, as shown in
Fig. 4(d).

The 2D PSF of the fabricated lensless camera is shown in
Fig. 5(a). The PSF is captured with a point-source illumination
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Fig. 5. (a) The PSF of the prototype camera (b) Line trace of the auto-correlation of the PSF (c) Modulation Transfer Function (MTF) of the prototype camera
with Fourier magnitude spectrum of the PSF (inset).

using a white-LED with a 50-micron-pinhole placed at a working
distance of30 cm. Fig. 5(b) plots the normalized auto-correlation
of 2D PSF with the FWHM of 20.15μm, which is identical to
the sharpest FWHM measured with the PDMS-based diffuser
in Fig. 2(c). Assuming that the line profile of the PSF pattern
follows a Gaussian profile, the FWHM of the PSF line can be
computed as 14.25μm. The image sensor used in our prototype
has 1.55μm-pixels with a Bayer color filter array, so the line
width of the PSF roughly corresponds to 4.6 effective pixels.
The linewidth of the PSF pattern in our lensless camera is larger
than the Airy-disc size of typical lenses due to the relatively
low effective NA of the microscopic features on the diffuser.
However, in lensless cameras, the image resolution is not solely
dependent on the linewidth of the PSF pattern but also on the
reconstruction algorithm, the complexity of the object, and the
SNR of measurement [28], which we experimentally analyze in
the next section of this paper.

From the 2D PSF, we can also obtain the density of the
PSF. Since the PSF has a pseudo-random caustic pattern, we
obtain the average density from the autocorrelation curve of
the 2D PSF by measuring the distance between the first and
the second peak, as shown in Fig. 5(b). With the average pitch
of the PSF pattern of 69.75 μm, equivalent to 45 pixels. The
estimated average NA of each lenslet feature is around 0.035.
With the fixed focal length of the lensless cameras, the PSF with
lower density (more 0 values) and sharper linewidth with higher
contrast ultimately give better image reconstruction under a
finite bit-depth of the image sensor. However, the feature density
and the NA are inversely proportional to each other. Thus there
may be an optimal pattern density under a given focal length and
the pixel size of the sensor, which needs to be further investigated
for the design of the optimal phase masks for lensless cameras.
Fig. 5(c) shows a modulation transfer function (MTF) of the
camera obtained by the magnitude of the 2D Fourier transform
of the PSF (inset). Line profiles of the Fourier spectrum over
the direction of 0◦, 90◦, 180◦, 270◦ was plotted as a function
of normalized spatial frequency, which confirms that the MTF
curve in all directions is consistent.

Unlike the lensed cameras forming a point-to-point matching
between the scene and the image sensor plane, lensless cam-
eras disseminate all spatial information of the scene and create
unidentifiable images on the sensor. Thus, computational image
reconstruction must be accompanied. Under sufficient imaging
conditions such as a finite field-of-view (FoV), a sufficient

Fig. 6. Characterization of resolution and field of view (FoV) of the prototype
device. (a) Reconstructed two-points resolution images showing the angular
resolution limit of the camera. (b) Reconstructed images of a Siemens star target
and the sampled line traces (inset). (c) Shift-variance of the PSFs measured via
peak cross-correlation values of the PSFs at varying angle-of-views and the
overlap ratio of the shifted PSFs. (d) FoV of the camera measured with a dotted
grid (distance between dots: 2.3mm, working distance : 300mm).

distance from phase mask to sensor, and far-field approximation,
the forward model for 2D imaging in lensless cameras can be
approximated as a linear convolution between the scene and the
2D PSF of the camera [19], [28].

b = CMv (6)

Here, v is a vectorized 2D intensity of the object scene, M is
a matrix operator equivalent to the 2D convolution with the PSF
kernel, C is the crop operator by the size of the image sensor,
and b is the captured measurement.

To reconstruct the image, we used optimization-based de-
convolution using alternating direction method of multipliers
(ADMM) algorithm [32] that solves the following optimization
problem with variable splitting.

minimize
1

2
‖b− Cx‖2 + τ ‖u‖1

subject to x = Mv, u = Ψv, w = v, w ≥ 0 (7)
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Fig. 7. Photography images of the display scenes (a)–(c) and real scenes (d)–(f) from the prototype device.

Ψ is the gradient operator, and τ is the weight on the total
variation regularization term.

To evaluate the imaging performance of our camera, we exper-
imentally measured the resolution and the FoV of our camera. In
lensless cameras, the resolution of the reconstructed images is
highly dependent on the scene itself [28], so there is no optimal
way to fully describe the resolving power of the camera. Here, we
chose to characterize the resolution limit using two experimental
methods. First, the two-point resolution was measured by the
180mm working distance at varying the separation of 2 LEDs
working distances. As a result, the minimum resolvable angular
resolution that meets the Rayleigh criterion was 0.6◦ (Fig. 6(a)).
Secondly, we imaged a complex object, a Siemens star target,
displayed on a screen (Fig. 6(b)). The reconstructed image
revealed that the maximum angular resolution resolvable in all
directions is 0.73◦ for the case of the Siemens target. We believe
that the two-point resolution is the maximum resolution that the
camera can achieve with any object.

To evaluate the FoV of our camera, we first measured the
amount of shift-variance of the PSF pattern. We measured
the PSF pattern with point source located at varying viewing
angles from the camera and measured the cross-correlations
between the center PSF and the laterally shifted PSFs. As shown
in Fig. 6(c), the cross-correlation value decreases rapidly and
completely loses correlation at the half-angle of 50◦, indicating
that the convolution-based forward model fails at large incident
angles. We followed up this result with an imaging experiment
using a target of a dotted grid pattern over a large angular
FoV. Fig. 6(d) reveals that dots within 45◦ FoV are clearly
captured, whereas those at FoV above 45◦ are aberrated with
coma, field curvature, and vignetting. Above 76◦ FoV, the dots

are not reconstructed, indicating the maximum angular FoV
of our camera. These angular regions correspond to the PSF
cross-correlation value of above 0.6 to give acceptable image
quality, between 0.6 and 0.3 to be distorted, and below 0.3 to be
unresolved.

The limit in the angular FoV and the rapid drop in the cross-
correlation can attribute to three factors; First, the pixels in the
image sensor have a finite acceptance angle owing to the refrac-
tive index differences and the pixel geometry. At large incident
angles, the light collection efficiency of the sensor drops sig-
nificantly and creates significant vignetting in the reconstructed
images, ultimately limiting the angular FoV of the camera. Sec-
ondly, since there is no aperture and the phase mask area is larger
than the image sensor’s active area, as the ray’s incident angle
changes, the shifted PSF pattern is partially cropped out of the
sensor, and the new section of the PSF appears on the other side.
As a result, the fraction of overlapping area between the center
and the shifted PSFs decreases by 9.7% per every 10◦, causing
the correlation to drop with increasing incident angles gradually.
Lastly, the PSF itself becomes aberrated at large incident angles.
In the case of diffusers, typical monochromatic aberrations such
as field curvature and coma can yield the shift-variance of the
PSF patterns. The last two factors cause the camera’s forward
model to deviate from the convolution-based forward model,
causing image quality degradations and unwanted artifacts in
the backgrounds of the reconstructed images. The detrimental
effect of the non-overlapping PSFs can be mitigated by putting
a finite aperture on the image sensor or using a larger PSF
stitched over a wider angular region. However, we observe that
the reconstructed image quality of our camera is acceptable in
the current form.
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Fig. 8. Digital refocusing of the images. (a) The PSF magnification changing
with the imaging depth. (Red : z = 3 cm, Blue : z = 8 cm, Green : z = 20 cm,
PSF image binarized for visualization). (b) The raw image. (c) Scene (d)-(e)
Digitally-refocused images at 8 and 20 cm, respectively.

We performed 2D imaging with our prototype camera under
various imaging conditions. Fig. 7(a)–(c) shows the raw and re-
constructed lensless camera images captured with target images
displayed on a screen. The camera was placed at a30 cm working
distance from the screen, and the target images were displayed at
angular sizes of 60◦, 50◦, and 30◦. The raw images were captured
with the exposure time of 40–70ms, filling the 12-bit bit-depth
of the pixels below the saturation level. Fig. 7(d)–(f) are the
images that captured natural objects and scenes under working
distances of 10, 50, and 60 cm, respectively. Under photography
lighting conditions, exposure times of 9–15ms were used.

Images are reconstructed with 500–1000 iterations of ADMM
cycles with hand-tuned parameters. For images at different
working distances, we used the PSF captured at the correspond-
ing distance for reconstruction. Considering the sharpness of the
PSFs and the measured resolution, we resized the PSF and the
raw images by 0.5× (2028 × 1520 pixels) for the reconstruction
process. The elapsed time for reconstruction is up to 250 s for
using NVIDIA RTX3090 with Intel Xeon GOLD 6242 CPU
under Ubuntu 20.04. The reconstructed images well match the
original scene and resolve fine details such as small letters and
patterns on the scene. As predicted, vignetting and aberration ex-
ist at the outer regions of the images, such as the distortion of the
letters on the bottom line of Fig. 7(a). The overall quality of im-
ages is comparable with other lensless imaging literature using
optimization-based reconstruction methods. The reconstruction
quality can be further improved by using deep-learning-based
reconstruction that accounts for the imperfections in the forward
model and includes image enhancement layers [33]–[36].

Lensless cameras allow digital refocusing and 3D imaging
using depth-dependent PSFs. The PSF magnification changes
depending on the working distance, as shown in Fig. 8(a).
PSFs measured at short working distances have an enlarged
pattern; For example, compared to the PSF at the working
distance of 20 cm, PSF at 8 cm was enlarged by 0.36% and

3 cm 1.32%. Working distances above 30 cm did not show any
noticeable changes in the PSF patterns with our camera. We
imaged two objects at 8 cm (doll) and 20 cm (book) away from
the camera. The images reconstructed with corresponding PSFs
(Fig. 8(d)–(e)) show digitally refocused images of two objects
alternatingly in focus. Due to the mismatch in the forward model,
the object at a different distance appears blurry.

IV. CONCLUSION

We reported a simple fabrication method for a lensless camera
where a phase-modulating layer of UV-curable resin is inte-
grated directly on an image sensor. The UV-imprinting method
allows replicating the master phase mask’s surface structure on
the integrated lensless camera in a scalable manner. Our method
removes the need to assemble separately fabricated phase masks
and apertures and delivers a rigid and durable lensless camera
with a small form factor. The prototype device has a total of
1.7mm-thickness, including the image sensor, and produces
photographic images over 75◦ FoV with the maximum estimated
angular resolution of 0.6◦. Without any aperture to block un-
wanted information, our prototype can still generate high-quality
reconstructions comparable to other lensless cameras with small
apertures while achieving very high light collection efficiency.
We have analyzed the performance of our prototype device and
showed example images of various scenes, including the digital
refocusing capabilities.

Our method, currently in a proof-of-concept stage, can be
further improved to produce lensless cameras at the wafer level
to produce ultra-thin and low-cost imaging devices at scale. We
demonstrated our method with an image sensor with a cover
glass; nevertheless, the same process can be repeated directly
on the active layer of the image sensor, which will make the
design process more straightforward. Furthermore, the material
and the design can be optimized to guarantee high fabrication
yield and mechanical/chemical stability.

Our on-chip lensless cameras can be practically adapted
in various ways to account for the advantages of a recently-
emerging class of lensless cameras. A broad range of appli-
cations is available with choosing image sensors with different
formats. For example, we could indeed implement the same fab-
rication method in tiny image sensors for subminiature cameras
for private use and endoscope cameras for the medical industry.
As the thickness of the camera module and image sensor does not
correlate in lensless cameras, large-format sensors can be used
to make thin camera modules with improved image quality. In
addition, since computational image reconstruction in a lensless
camera does not require the pixels in the image sensors to be
organized in a dense 2D array, more creative arrangements of
the cameras can be realized.

Lensless imaging is a new method that continues to improve
and expand. Our method and the prototype device currently
have limitations that call for more technical improvement in
the field. For instance, reconstructed image quality is still low
compared to lensed cameras with the same pixel resolution. This
is a general issue in lensless imaging, where various approaches



0620008 IEEE PHOTONICS JOURNAL, VOL. 14, NO. 2, APRIL 2022

such as optimized design for the phase masks and deep-learning-
based reconstruction and image enhancement are currently being
developed. Moreover, the 10% optical transmittance loss of
PUA 311 with a thickness of ∼1 mm might affect the image
quality. Acquiring bright scenes may be needed to minimize the
transmittance issue. We used 3D printed structure to control the
thickness of the PUA diffuser, which is acceptable in our pro-
totype. A better fabrication method for sophisticated thickness
control is the remaining improvement. Specific to our device,
we can further improve the image quality by adding an aperture
at the expense of light throughput or using a master phase mask
with diffractive elements designed for sharper and sparser PSF
patterns. Using deep learning with large training data is also a
promising direction. With these future improvements ahead, we
expect that the merits of our fabrication method will become
more explicit and contribute to the advancement of the field of
computational imaging devices.
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